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	ABSTRACT	
An	attempt	to	forecast	paddy	yield	based	on	weather	parameters,	at	the	pre-harvest	stage	has	been	documented	in	this	paper	for	
middle	 Gujarat.	 Different	 supervised	 machine	 learning	 models	 have	 been	 tested	 under	 the	 study	 namely	 Linear	 Regression,	
Polynomial	Regression	and	Neural	Network.	Weather	variables	such	as	maximum	temperature,	minimum	temperature,	average	
relative	humidity,	 sunshine	hours	and	accumulated	rainfall	have	been	 initially	used	on	a	 fortnightly	basis	 for	 the	period	 from	
1980–81	to	2018–19	to	train	these	models.	Subsequent	 feature	selection	suggests	that	the	minimum	temperature	and	relative	

th thhumidity	 (morning	&	evening)	play	 important	 roles	as	predictors	over	others.	 Further,	 37 	and	39 	as	harvested	weeks	were	
identi�ied	with	the	lowest	error	for	Linear	Regression	and	Neural	Network	models	respectively.
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INTRODUCTION
Since three billion people consume rice and it delivers 35 to 60% 
more calories to humans than any other crop, rice is one of the 
most signi�icant food crops farmed worldwide. After the start of 
the green revolution, a vast rise in area coverage, output, and 
productivity was seen. The state's ongoing adoption of the rice-
wheat cropping system has resulted in extensive usage of 
agrochemicals, which eventually lowers the yield from rice 
production.
To predict crop production, several academics have attempted 
to create pre-harvest forecast models based on meteorological 
data.Crop yield has been in�luenced by different weather 
parameters with different relationships. Therefore, production 
of maximum crop yield it is necessary to select weather factors 
with the highest correlation with yield while using crop yield 
modeling [2] [6]. Therefore, it will be crucial to establish a 
mechanism for predicting rice yield. A large portion of India's 
population depends on seasonal crops cultivated in rainy 
environments for its food supply.With the objective of Selection 
weather parameters for pre-harvest forecasting of paddy yield 
and comparison of the different statistical methods for 
forecasting of paddy yield, the entitled study on Pre-harvest 
forecasting of paddy yield based on weather parameters using 
different statistical methods for middle Gujarat was carried out. 

SOURCE	OF	DATA
The actual paddy yield data and meteorological data from the 
year 1988 to 2018 was collected from the Directorate of

Agriculture, Gandhinagar Gujarat and weather data like 
Maximum temperature, Minimum Temperature, Rainfall, 
Morning Relative Humidity, Evening Relative Humidity from the 
Department of Agricultural Meteorology, B.A. College of 
Agriculture, AAU, Anand, respectively.

MATERIALS	AND	METHOD	
Here, three different models to predict the paddy yield Stepwise 
Regression, Polynomial Regression and Arti�icial Neural 
Network were �itted using the data series of paddy yield & 
weather parameters from 1988-2021. All three models have 
predicted the paddy yield of the year 2016 to 2021.

1.	Polynomial	Regression
Quadratic	Regression	Approach	(Montgomery	et	al.,	2003)
The �itted regression equation was as under

The unknown parameter viz, ,  and  were estimated by using a b c
the 'Principle of least square' method.

2.	Arti�icial	Neural	Network:
The multilayer perceptron (MLP) model belongs to feed forward 
neural Network. In terms of functionality. Additionally 
Multilayer perceptron have been proven to be able to 
approximate any continuous function by adjusting the number 
of nodes in the hidden layer [5], with numerous cases of 
successful applications [3]. Figure 1 illustrates the general 
structure of a three-layer MLP with one hidden layer of L nodes, 
a p-dimensional input vector X, and a q-dimensional output 
vector Y. The relationship between the input and output 
components for this MLP can be generally expressed as
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where  and  are the transfer functions,  denotes the input j y jia
to hidden layer weights at the hidden neuron,  and  is the j kjb
hidden to output layer weights at the output unit .k

thFig.1a.	General	Structure	for	13&15 	week
(10	node	x	2	hidden	layers,	2	Input	node)

thFig.1b.	General	Structure	for	17 	week
(10	node	x	2	hidden	layers,	3	Input	node)

RESULTS
For each weather variable, two weather indices were developed, one as simple accumulation of weather variables and the other one 
as the weighted accumulation of weekly weather variable, weights being correlation coef�icients of weather variables in respective 
weeks with yield (adjusted for trend effect, if present). Similarly, for interaction of weather variables, indices were generated using 
weekly products of weather variables taking two at a time. A stepwise regression technique was used to select the important weather 
indices. 

Table	1:	Variables	used	in	Model	development	and	their	description

The crop yield forecasting models were developed to forecast paddy yield for Anand district.Stepwise regression analysis, Polynomial 
Regression and Arti�icial Neural Networks were used with weather parameters like as Maximum Temperature (Tmax), Minimum 

th
Temperature (Tmin), Relative Humidity (RH1&RH2) and Rainfall(RF) for 35, 37and 39  weeks as input variables.The independent 
variables of weather parameters were developed by using unweighted and weighted with correlation as shown in Table 1.

Table	2:	Developed	Different	Stepwise	Regression	Models	for	Three	Different	Weeks

Signif.	codes:	0	'***'	0.001	'**'	0.01	'*'	0.05	'.'	0.1	'	'	1
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As per Table 2, the models were developed using unweighted and weighted variables as independent variable and dependent 
thvariable yield (Y) of paddy. For 35  week the partial regression coef�icient of time, Z41(RH2) and Z20(Tmin) showed a signi�icant 

thimpact on the yield of paddy. In 37  week the regression coef�icient Z31(RH1), time and Z10(Tmax) showed signi�icant impact on 
thyield. Also, in 39  week Z40(RH2), time, Z11(Tmax) and Z31(RH1) showed signi�icant impact on yield.

Table	3:	Actual	&	Predicted	yield	for	the	year	2016-18	of	Three	Different	Weeks	using	stepwise	Regression

Predicted yield by Stepwise Regression equations for the year 2016-18 of three different weeks were shown in Table 3. Here, the best 
2 th th thyield prediction with a coef�icient of determination (R ) was 0.68 in the 37  week followed by 35  (0.64) and 39  (0.67) week.

As per Table 4, the models were developed using unweighted and weighted variables as independent variables and dependent 
thvariable yield (Y) of paddy. For 35  week the partial regression coef�icient of Z41(RH2) and Z20(Tmin) showed a signi�icant impact 

thon the yield of paddy. In 37  week the regression coef�icients Z31(RH1) and Z10(Tmax) showed signi�icant impact on yield. Also, in 
th39  week Z40(RH2) and Z11(Tmax) showed a signi�icant impact on yield.

Table	4:	Developed	Different	Polynomial	Regression	Models	for	Three	Different	Weeks

Predicted yield by Polynomial Regression equations for the year 2016-18 of three different weeks were shown in Table 5. Here, best 
2 th th thyield prediction with coef�icient of determination (R ) was 0.48 in the 35  week followed by 37  (0.47) and 39  (0.45) week.

Table	5:	Actual	&	Predicted	yield	for	the	year	2016-18	of	Three	Different	Weeks	using	Polynomial	Regression

Predicted yield by Arti�icial Neural Network for the year 2016-18 of three different weeks were shown in Table 6. Here, best yield 
th th thprediction with less mean percentage prediction error was 2.84 in the 37  week followed by 39  (2.93) and 35  (4.01) week.

Table	6:	Actual	&	Predicted	yield	for	the	year	2016-18	of	Three	Different	Weeks	usingArti�icial	Neural	Network
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Table	7:	Comparsion	of	Actual	&	Predicted	yield	for	the	year	2016-21	of	35��	week	by	Stepwise	Regression	Analysis	/	Polynomial	Regression	/	Arti�icial	Neural	
Network

Table	8:	Comparsion	of	Actual	&	Predicted	yield	for	the	year	2016-21	of	37��	week	by	Stepwise	Regression	Analysis	/	Polynomial	Regression	/	Arti�icial	Neural	
Network

In Table 8 and Figure 2 we can easily seen that the 
forecasted paddy yield by using Arti�icial Neural 
Network is near by the actual yield.

Fig.2.	Comparison	of	Actual	&	Predicted	yield	 for	 the	year	
2016-21	 of	 15��	 week	 by	 Stepwise	 Regression	 Analysis	 /	
Polynomial	Regression	/	Arti�icial	Neural	Network

Table	9:	Comparsion	of	Actual	&	Predicted	yield	for	the	year	2016-21	of	39��	week	by	Stepwise	Regression	Analysis	/	Polynomial	Regression	/	Arti�icial	Neural	
Network

Table	10:	 Comparsion	 of	Mean	Percentage	Prediction	Error	 (MPPE)	and	Root	Mean	 Squre	Error	 (RMSE)by	 Stepwise	Regression	Analysis	 /	 Polynomial	
Regression	/	Arti�icial	Neural	Network
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thThe Mean Percentage Prediction Error for 37  week was 3.39 
th thfollowed by 9.35 for 39  week and 16.37 for 35  week by 

Stepwise Regression Analysis. The Root Mean Square Error for 
th th37  week was 103.40 followed by 275.52 for 39  week and 

th462.32 for 35  week respectively by Stepwise Regression 
Analysis.

thThe Mean Percentage Prediction Error for 35  week was 7.38 
th thfollowed by 22.76 for 39  week and 16.37 for 37  week by 

thPolynomial Regression. The Root Mean Square Error for 35  
thweek was 272.56 followed by 639.70 for 39  week and 690.12 

thfor 37  week respectively by Polynomial Regression.
th The Mean Percentage Prediction Error for the 37  week was 

th th2.84 followed by 2.93 for 39  week and 4.01 for 35  week by 
thNeural Network. The Root Mean Square Error for 37  week was 

th th102.05 followed by 103.28 for 39  week and 120.23 for 35  
week respectively by Neural Network.
 Thus, the predicted paddy yield computed by ANN have lowest 
MPPE & RMSE among other two models. Therefore, ANN is a 
preferable model to predict the yield.

CONCLUSION
It can be concluded that among all three methods like as 
Stepwise Regression Analysis / Polynomial Regression / 
Arti�icial Neural Network the weather parameters the minimum 
temperature, and relative humidity (morning & evening) play 
key role as predictor's during crop yield prediction for Anand 
district. Simultaneously Relative humidity (morning & evening) 
has a signi�icant relation with paddy yield. As per the Stepwise 

thRegression Analysis and Arti�icial Neural Network. the 37  week 
thwas forecasted as harvested week. Among 35, 37 and 39  

number of weeks as forecasted error was minimum for it. 
Unavailability of actual paddy yield data validation of these 
models was done for three years 2015-16, 2016-17 and 2017-
18 and obtained minimum Mean Percentage Prediction Error 

th(MPPE) in 37  week i.e.2.84 and 3.39 of arti�icial neural Network 
and Stepwise Regression Analysis respectively. So, we 
suggested that among all three methods, Arti�icial Neural 
Network would be preferable to predict the paddy yield as we 
found the lowest Mean Percentage Prediction Error (MPPE) 
among other methods.
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